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From Human to Binary and Back:
On the Need to Explain and
Understand Digital Machines

in the Humanities

Roberto LAGHI

Avignon Université

Abstract: This article aims to bring attention to some usually ovetlooked aspects of
the relationship between humans and complex digital technologies. Before engaging
with artificial intelligence (AI), it is indeed pivotal to address some key questions about
it. Specifically, I will try to focus on our ability to understand how Al technologies
work and determine creative and critical uses we can make of them. To do so, I will
first discuss problems associated with using the current definitions of Al and suggest
that we should make a creative effort to re-translate these terms in order to find better-
suited expressions. I will call attention to the need for a different kind of translation,
which negotiates between what machines do and what we can understand about
them, because one of the biggest challenges of machine learning is to make the inter-
nal processes explainable and understandable for us humans. I will close with elabo-
rations on some creative forms of interaction with language models and image models
which support artists, writers and creators (who do not want to see their work stolen
by Al crawlers and used to train datasets), with the overall goal of building an ethical,
critical and sustainable relationship between humans and digital machines.

Keywords: Artificial intelligence, Al ethics, Explainability, Data poisoning,
Anti-computing.



Roberto Laghi

1 Introduction: On Artificial Intelligence
and its Possible Definitions

In this article I will not address specific issues on translation
and artificial intelligence (Al) but rather bring the focus to
some aspects of Al and of our relationship with it, aspects that
I consider foundational for developing a digital hermeneutics
able to engage the humanities (and thus translation studies as
well) in a deeper understanding of digital tools that are already
in common use. This is why, throughout this article, I will use
the word ‘translation’ in a broader sense, which includes forms
of encoding and decoding, and this is because of the cultural
and social impact of these forms (cf. Laghi 2023: 52).

Digital technologies are ubiquitous, and they always in-
volve writing (at least as computer code) and translation (be-
tween computer code and human language, or between differ-
ent languages). If we consider every interaction with digital
technologies as an act of writing and translation, we can under-
stand how our use of devices based on Al is always an act of
writing and translation as well. This is why I would like to start
my argument with an effort to challenge the current use of the
expression “artificial intelligence,” a “magic” marketing catch-
phrase that creates confusion about what this technology is ca-
pable of and about the actual dangers it entails, and I intend to
do so as an experiment in translation, to help us better define
some of the key concepts related to Al. Although the expres-
sion ‘AT’ is already widely accepted and has entered common
usage (even in academia), I still believe that, as scholars, we
need to be very careful when we define new technologies, be-
cause how we define them can change the way we perceive
them, thus influencing the way we critically think about them.

To make a provocative point, what if, instead of Al, we
talked about “SALAMI”? This acronym was created by the
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Italian tech journalist Stefano Quintarelli in 2019, and it stands
for “Systematic Approaches to Learning Algorithms and Ma-
chine Inferences” (Quintarelli 2019). If we use the acronym
SALAMI instead of Al the questions that we often hear in the
Al debate seem to lose meaning completely, as Quintarelli
provocatively asks:
Wil we still support the idea that SALLAMI will develop some form of
consciouness [sic]? Will SALAMI have emotions? Can SALAMI ac-
quire a “personality” similar to humans’ Will SALAMI ultimately
overcome human limitations and develop a self supetior to humans?
Can you possibly fall in love with a SALAMI? Can we suddenly per-

ceive a sense of how all these far flung (unrealistic) predictions look
somewhat ridiculous? (Quintarelli 2019)

Of course, Quintarell’s questions are just a provocative invita-
tion to think about our relationship with technology, starting
from how we define it, and about the supernatural /magical ap-
proach we often have (cf. Mohamed 2022; Dalmasso 2020:
177).

The main point still remains, however, that we do not
have an accepted definition of Al and, even more importantly,
we do not have a shared and accepted definition of intelligence
ot, better, “we have a lot of partial definitions [of intelligence],
all of which are bound to specific contexts” (Loukides 2022).
The philosopher Luciano Floridi argues that “Al is better un-
derstood as a new form of agency, not intelligence,” which
prompts him to say that “the digital has changed the nature of
agency, but we are still interpreting the outcome of such
changes in terms of modern mentality, and this is generating
some deep misunderstanding” (Floridi 2023: XIII, 10). He
then argues that the success (and usefulness) of Al lies in the
“decoupling [of] the ability to solve a problem or complete a
task successfully from any need to be intelligent to do so”” (Flo-
ridi 2023: 12). It is true that Al relies on statistics and probabil-
ity and not on understanding: As we know, large language
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models (LLMs) and other automatic translation tools do not
understand the meaning of the texts they are prompted with
and their outputs, but they still manage to produce results that
are often satisfactory of, at least, good enough. If this happens,
however, Floridi argues that it is because the world is becoming
an infosphere better and better adapted to what Al can do:
If drones, driverless vehicles, robotic lawnmowers, bots, and algo-
rithms of all kinds can move “around” and interact with our environ-
ments with decreasing trouble, this is not because productive, cogni-
tive Al (the Hollywood kind) has finally arrived. It is because the
“around,” the environment our engineered artefacts need to negotiate,
has become increasingly suitable to reproductive engineered Al and its
limited capacities. (Floridi 2023: 26)
However, if we consider definitions of intelligence such as the
one proposed by Cristianini, that is, “the ability to behave ef-
fectively in novel situations” (Cristianini 2023: 116)," then the
perspective changes completely because this definition also in-
cludes Al as these systems are increasingly able to relate to
novel situations by finding effective solutions.”

1 Cristianini proposes a definition that is in line with the one given by
Max Tegmark: “ability to accomplish complex goals” (Tegmark 2017:
869; Cristianini 2023: 116).

2 It does not make sense, for the purpose of this article, to enter the
debate about the concept of intelligence, because it would take us too
far. We can, however, undetline the need for a change in our anthro-
pocentric view, in order to take into account different forms of intelli-
gence, cognition and agency. Moreover, Cristianini stresses how im-
portant it is “to give up the illusion that we, human beings, are the
paragon of all intelligent things, an illusion that is hindering our under-
standing of the world” (Cristianini 2023: 293). We are faced with the
need for a paradigm shift, and the need for this shift comes from the
advent of digital technologies as a fundamental part of our lives, our
relationship to knowledge, to reality and to the way we experience it.
Likewise, it is also appropriate to develop new critical capacities and
new logics of resistance to explore “the configurations of meaning

120 Yearbook of Translational Hermenentics 5.1/2025



From Human to Binary and Back

We can see that the issue is not resolved, and better-defining
expressions could be helpful to understand the technologies
we are dealing with. Floridi (2023: 14) says that “the absence
of a definition for Al is evidence that the expression is not a
scientific term. Instead, it is a helpful shortcut for referring to
a family of sciences, methods, paradigms, technologies, pro-
ducts, and services.” Al is first and foremost a marketing ex-
pression o, as Lanier/Weyl (2020: n.p.) say, it “is an ideology,
not a technology.”

The expression was created in 1956 by John McCarthy
for the organization of a conference, the Dartmouth Summer
Research Project on Artificial Intelligence. Before that date, the
same field was referred to as ‘automata studies’ and the reason
for this change was due to the fact that McCarthy wanted “to
escape association with ‘cybernetics” (McCarthy 1996: 73) but
also, apparently, because using ‘Al’ instead of ‘automata stud-
ies” made it easier to access research funding (cf. Hunger 2023).
Moreover, we should not forget that “[a]ll artificial intelligence
is built on the same foundation of code, data, binary, and elec-
trical impulse. Understanding what is real and what is imagi-
nary in Al is crucial” (Broussard 2018: 1806). The distinction
between what is real and what is imaginary passes through the
use of appropriate definitions for the kinds of technologies we
have, because the terminology that has been imposed on the
public debate is deceiving and confusing. Whilst using more
specific expressions and proposing concepts that better define
what Al is and does, my use of the term ‘AI’ should be taken
as a “helpful shortcut,” as intended by Floridi (2023: 14).

made possible today by the unprecedented alliance between biology,
philosophy, and cybernetics” (Malabou 2017: 30).
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2 Translating Al Concepts to Better Define them

Instead of using Al, we could try to be more specific, also in
order to avoid biological metaphors that foster a pernicious
tendency toward anthropomorphizing these technologies. To
highlight the difference between what is real and what is imag-
inary, we can start with the expression “machine learning,” be-
cause

[w]hen a machine Tearns’, it doesn’t mean that the machine has a brain

made out of metal. It means that the machine has become more accu-

rate at performing a single specific task according to a specific metric

that a person has defined. This kind of learning does not imply intelli-
gence. (Broussard 2018: 1754)

The ambiguity of the term ‘Al that I explained in these first
paragraphs makes the debate about it more difficult, as Bender
and Hanna point out:
In one sense, it is the name of a subfield of computer science. In an-
other, it can refer to the computing techniques developed in that sub-
field, most of which are now focused on pattern matching based on
large data sets and the generation of new media based on those pat-
terns. Finally, in marketing copy and start-up pitch decks, the term

“AI” serves as magic fairy dust that will supercharge your business.
(Bender/Hanna 2023: n.p.)

This is why Francis Hunger proposes to use a different termi-
nology: Instead of Al for example, “automated pattern recog-
nition” seems more appropriate and correct to Hunger (2023:
n.p.). Instead of “machine learning” he suggests the use of
“machine conditioning”; instead of “deep learning,” “deep
conditioning”; instead of “neural network”, “weighted net-
work”; and “node” or “weight” instead of “neuron” (ibid.). We
would probably not imagine an existential threat posed by “au-
tomated pattern recognition,” nor would we ask questions
about whether a “deep conditioning” system could gain con-
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sciousness (as we have already seen with the provocative
acronym SALAMI).

A better definition can lead us to a better understanding,
But to better understand what these technologies do, it is not
enough to define them properly. We also need to take a look
at what happens inside them. Technologies are a human prod-
uct. Therefore, we should be in a position to understand what
they do, based on what assumptions and for what purposes.
This means adopting a sociotechnical approach capable of in-
vestigating digital services and devices (such as LLLMs and neu-
ral machine translation systems such as DeepL) not just in
terms of their mere technical functions, but also for the socio-
cultural meaning they have in the context of our relationship
with them and within society at large. The questions we ask
about these technologies can also mitror the questions we ask
about human beings as scientific progress transforms what we
know. But, if understanding how the human brain works is in-
deed a challenge (and will still be for a long time), understand-
ing what complex technologies do is pivotal for them to be
implemented and used safely and ethically.

3 Inside the Black Box:
Understanding ‘the Machine’

As digital systems become more and more complex, the prob-
lem of explaining and understanding what they do and how
they do it is increasingly crucial. Can we understand “the ma-
chine””? How can we translate its functioning in ways that hu-
mans can understand and trust? Cynthia Rudin (2019) has
pointed out the importance of building interpretable machine
learning models that are transparent and accurate instead of
building new models which can try to explain what “black box-
es” models do. Her hypothesis is convincing, especially in a
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time when machine learning is applied to fields like criminal
justice, medicine and finance. But we could add some insights
from the humanities to her approach as a computer scientist in
order to get a wider perspective on the issue. Floridi, whose
work focuses on Al ethics, proposes five core principles for an
ethical development of these systems: beneficence, nonmalef-
icence, autonomy, justice (these first four are commonly used
in bioethics) and explicability (cf. Floridi 2023: 57). This last
principle is “understood as incorporating both the episternological
sense of zntelligibility—as an answer to the question ‘how does
itwork?’—and in the ethical sense of accountability—as an answer
to the question ‘who is responsible for the way it works?”” (Flo-
ridi 2023: 57-58).

“How does it work™ and “who is responsible for the way
it works” are fundamental questions. When it comes to cre-
ative uses of LLLMs or text-to-image models (TT1s), researcher
and poet Allison Parrish argues that coders, artists and engi-
neers are responsible for the outputs of models based on ma-
chine learning since digital machines cannot be considered re-
sponsible for their outputs (cf. Parrish 2021).> Understanding
how Al systems work and establishing forms of accountability
should be a strong imperative in computer science and in the
humanities, and a combined approach to the problem could
be greatly beneficial. This sociotechnical approach is made
quite clear in the concept of “understandability,” coined by
David Berry, who argues that

rather than providing descriptions purely from the domains of a for-
mal, technical and causal model of explanation (dominant in the sci-

3 'Thisis extremely important on another level: on one side, systems like
ChatGPT would have been impossible to develop without (often not
legally granted) access to copyrighted material to be trained on (cf. Mil-
mo 2024), on the other, because copyright might not be applicable to
Al-generated att (cf. Brittain 2023).
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ences), these technologies would benefit from critical approaches that

take account of wnderstanding, more common in the humanities and so-

cial sciences [...]. Berry 2023: §37)

The impact of Al is social and cultural in a broad sense before
it is technical, and the same goes for explainability, but it is dif-
ficult to add explainability after these complex technologies
have already been developed. The best option is probably to
embed explainability/interpretability directly at the beginning
of the development process, but this is in harsh contrast with
what the companies developing Al are doing—making profits
from “the intellectual property afforded to a black box” (Rudin
2019: 209)—and with the technologies that are already avail-
able to the public.

Many researchers work on the explainability issue,
though, and a few tools have been developed which can help
us take a look inside these tools and understand how decisions
are taken and outputs are created. This includes the What-1f
tool developed by Google (Wexler et al. 2020) or Al Explainabil-
2ty 360 (by IBM and now a Linux Foundation project), even if
many of the LLMs built by companies like Google, Meta and
Mierosoft are not really open, in the sense commonly used for
open source but also meaning open to independent investiga-
tions (cf. Gibney 2024). It is worth mentioning the research
conducted by institutes such as DAIR (Distributed Al Research),
whose work goes in the direction of building “frameworks for
non-exploitative community rooted research practice” includ-
ing, for example, datasets accountability (Khan/Hanna 2022)
and Data&Society, especially on Al and algorithmic account-
ability and justice (cf. Moss et al. 2021). There are also more
expetimental efforts, such as the one by Thomas Parr and Gio-
vanni Pezzulo, who draw on the theory of “active inference”
to create a theoretical model of machine understanding “such
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that, when queried, a machine is able to explain its behaviour”
(Parr/Pezzulo 2021: 1).

While the research on explainability and interpretability
continues, we need tools to engage critically and creatively with
the Al models already available right now. We cannot limit
ourselves to a passive use of these black boxes, unaware of the
bias embedded in them and the real harm they are already caus-
ing (cf. Bender/Hanna 2023).

4 Critical Creative Engagement with Al

As an introduction to this part, I would first like to start with
an observation that I found interesting: “Surprising errors are
Al imagery’s best approximation of genuine creativity, or at
least its most joyful” (Herrman 2022: n.p.). Of course, Al has
no imagery: the only imagery we are talking about is the one
we, as humans, project on Al outputs. But looking for errors
and glitches helps us to look at what happens behind the
screen, inside these models. These errors can reveal some as-
pects of the functioning of LLLMs or TTTs in unexpected ways
because they show us these machines going wrong, as we can
see in the research by Giuseppe Sofo about translating the city
in the digital era (cf. Sofo 2025). I then would like to refer to a
literary author to highlight an idea that should be taken into
consideration whenever we interact with a language model or
image model with a creative intent. Science fiction writer Ted
Chiang, in a piece that appeared in the New Yorker, defines
ChatGPT as “a blurry jpeg of the web” and he underlines the
fact that using Al is not a good way to create original work
because the process of writing itself is what enables the even-
tual creation of something original.

Some might say that the output of large language models doesn’t look all that
different from a human writer’s first draft, but, again, I think this is a superficial
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resemblance. Your first draft isn’t an unoriginal idea expressed cleatly; it’s an
original idea expressed pootly, and it is accompanied by your amorphous dis-
satisfaction, your awareness of the distance between what it says and what you
want it to say. That’s what directs you during rewriting, and that’s one of the
things lacking when you start with text generated by an AL (Chiang 2023: n.p.)
Even if Chiang does not speak for all writers, authors and
artists, we may think that short-circuiting a large part of creative
work to machines, whose functioning we essentially know
nothing about, could not only impact human creativity capa-
bilities, but also make us the weakest part of the relationship
between humans and digital machines. Moreover, we need to
add another element to these remarks, and this is the fact that
the scraping of texts and images produced by writers and artists
to train Al is the
largest and most consequential theft in human history. Because what
we are witnessing is the wealthiest companies in history (Microsoft,
Apple, Google, Meta, Amazon. ..) unilaterally seizing the sum total of
human knowledge that exists in digital, scrapable form and walling it
off inside proprietary products, many of which will take direct aim at
the humans whose lifetime of labor trained the machines without giv-
ing permission or consent. (Klein 2023: n.p.)

In this light, we can see that the issue with Al and its use is not
just a matter of defining the concept of Al properly and un-
derstanding and explaining what it does, but also of regaining
control over human cultural production and creativity. This is
also to reclaim more control over the digital tools that are per-
vasively taking an ever-increasing space in our lives, limiting
our agency to what the affordances of the devices and black
boxes allow us. Critical analysis of the co-existence of human
and machine cognition are necessary—especially in the fields
of learning and education (cf. Markauskaite et al. 2022; Tafani/
Pievatolo 2024)—, also when they take the form of creative
resistance to the unilateral imposition of Al technologies.
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5 From Algorithmic Sabotage to Data Poisoning

Forms of critical engagement and creative resistance to Al are
being developed by artists, researchers and hacktivists. The Al-
gorithmic Sabotage Research Group (ASRG) published a
“Manifesto on ‘Algorithmic Sabotage™ (2024) that claims to
be “a figure of techno-disobedience for the militancy that’s ab-
sent from technology critique” and “a form of counter-power”
which aims at “dismantling contemporary forms of algorith-
mic domination and reclaiming spaces for ethical action from
generalized thoughtlessness and automaticity”. The intent of
ASRG goes in the direction of a “dissonant reading of compu-
tational history” and of “an alternative understanding of the
technological,” thus working on an “alternative account of the
actual and potential impacts of the computational” (Bassett
2021: 200), inscribing itself in the line of anti-computing posi-
tions.

It is of extreme interest that some of these forms and
tools are developed inside universities, thus combining aca-
demic research with a creative/subverting intent and an overall
focus on the common good of society. Glaze, for example, is a
data poisoning tool developed by a team led by Ben Zhao and
Shawn Shan at the University of Chicago. As the research team
explains on their website, they wanted to develop “technical
tools with the explicit goal of protecting human creatives
against invasive uses of generative artificial intelligence or
GenAlI” that “artists can use to disrupt unauthorized Al train-
ing on their work product. Ultimately our goal is to ensure the
continued vitality of human artists, and to restore balance and
ensure a healthy coexistence between Al and human creatives,
where the human creatives retain agency and control over their
work products and their use” (The Glage Project: “Our Mission
and Vision” n.d.).
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Another data poisoning tool is PhotoGuard, and it was develo-
ped by a research team at MIT: it uses an encoder attack which
makes the Al model interpret the image it tries to scrape as
something else, and a diffusion attack which disrupts the way
the Al models generate images (cf. Salman et al. 2023). Kudurru,
another tool that helps artists to protect their work from Al
crawlers, is also worth mentioning because it “gives artists two
options to distrupt scraping. First, they can simply block the
blacklisted IP addresses. Second, |[...] they can also choose to
sabotage or ‘poison’ the scrapers’ efforts by sending back a dif-
ferent image than the one requested”” (Knibbs 2023: n.p.). Data
poisoning ranks among the actions of data leverage (cf. Vin-
cent et al. 2021), one of the few tools in the hands of users to
counter the indiscriminate use of their data by large companies
for their sole economic profit.

The examples mentioned in this section should show that
a critical engagement with Al is pivotal in order to fully grasp
the social and political implications of its development and dif-
fusion. If we consider that Al models are trained, as we have
seen, on stolen human writing, visual arts, music and even
voices, we can understand that disrupting the digital forms of
enclosure Al companies are imposing could be considered a
practical contribution to the critical reflection about technolog-
ical development. These distruptions are also a practical way to
reappropriate digital tools and to deepen our understanding of
how the digital affects artistic creation and human cognitive
processes. It seems to me that the knowledge and awareness I
tried to highlight in this article should be at the foundation of
every interaction with Al be it creative, professional or aca-
demic.
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6 Conclusions

This article attempted to illustrate a three-stage process to deal
with the challenges posed by artificial intelligence in a creative
and informed way: at first, by translating the concepts that are
hidden in Al companies’ marketing jargon to better-defining
expressions; secondly, by taking a look inside digital machines
to try to translate their inner functioning for human under-
standing; thirdly, by engaging with Al in a critical and creative
way which aims to rebalance the inequality of forces at play
when it comes to complex technologies such as machine learn-
ing. And this is because “[u]nderstanding Al means under-
standing its specific computational operations and everything
that is being carried along by them; the history that Al has ab-
sorbed, the world in which it is emerging, and the futures that
it calls forth” (McQuillan 2022: 2).

To propetly understand the challenges we are facing with
Al applications (automatic translation, general-purpose LLMs,
TTTs, but also the use of Al in fields such as the criminal justice
system and healthcare) we should therefore take into account
the social, economic and political underpinnings—that is to
say, the ideology—that inform the development of Al tech-
nologies from their very beginning.

The critical analysis proposed in this article aims to
demonstrate that an up-to-date digital hermeneutics can only
be developed through a profound and critical engagement with
the technologies with which we are constantly interconnected.
This means opening up the devices and services we use to the
critical scrutiny of research, with a multidisciplinary approach
that calls upon different fields, such as philosophy of technol-
ogy, computer science, cognitive science, critical code studies,
just to name a few. This socio-technical analysis will help us
not only to be informed and knowledgeable users but also to
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translate demands for social justice into concrete actions that
counter technological determinism, helping society as a whole
to shape digital technologies for the common good.
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